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OKÉNKO STATISTIKA

V předchozím díle této řady jsme se věno-
vali správnému výběru statistik středu, tedy
možným reprezentantům naměřených hod-
not, jako jsou hlavně medián a průměr. V bio-
logii a medicíně však nevystačíme pouze
s ukazatelem středu, tento musí být vždy do-
plněn ukazatelem variability hodnot. Nutno
říci, že naštěstí nevystačíme, neboť žijeme
v rozmanitém světě a každý hodnocený je-
dinec je individualita poskytující i za zcela
stejných podmínek mírně odlišný výsledek
měření. Hovoříme o variabilitě primárních
dat, která je vyjadřována tzv. mírami roz-
ptýlenosti. Variabilita dat je neoddělitelnou
vlastností biologických i klinických znaků,
někdy i významnější než průměr nebo me-
dián. Některé znaky mají přirozeně větší
nebo menší variabilitu, kterou ovlivňují ge-
netické a fenotypové rozdíly mezi jedinci,
podmínky měření a samozřejmě také stan-
dardizace metodiky měření.

Již v úvodu této kapitoly tedy odlišujme:
• variabilitu primárních dat, která vypovídá

o rozptýlenosti hodnot ve výběrové popu-
laci a je odhadem situace v cílové populaci

• variabilitu související s odhady vybraných
statistik (ukazatelů), např. průměru.

Pouze v druhém případě můžeme hovořit
o nepřesnosti nebo chybě měření. Variabilitu
primárních dat naopak musíme respektovat
jako atribut vyžadující adekvátní vyjádření
a interpretaci. Měříme-li opakovaně koncen-
traci látky v kádince roztoku, pak jsou rozdílné
hodnoty měření jistě výrazem naší chyby a bu-
deme mít tendenci je metodicky minimalizo-
vat. Sledujeme-li však tělesnou výšku nějaké
skupiny pacientů, pak rozdíly mezi jedinci
v souboru dat určitě nebudeme považovat
za odstranitelný problém. Budeme-li následně
na takto naměřeném souboru odhadovat prů-
měrnou tělesnou výšku, nepřesnost tohoto
odhadu již bude mít charakter chyby.

Variabilita dat určuje naše možnosti mě-
ření a poznání. Více variabilní znaky je těžší
měřit a je také problematičtější u nich pro-
kazovat rozdíly například mezi zdravými
a nemocnými jedinci. Primárně („přírodně“)
variabilnější znaky vedou logicky k variabil-
nějším odhadům středových hodnot a k do-
sažení určité přesnosti zde potřebujeme
větší počty měření.

Úkolem analýzy dat je variabilitu změřit
a vyjádřit vhodnými ukazateli, které ovšem
mohou být stejné pro primární data i pro
chybovost odhadů. Základní pravidla se při-
tom nijak neliší od již probírané problema-
tiky odhadu středových hodnot. Lze tedy v zá-
sadě vybírat mezi dvěma strategiemi:

I. Robustní statistiky rozptýlenosti ne-
vyžadují žádné předpoklady, kromě seřazení
hodnot podle velikosti. Tyto tzv. pořadové
statistiky typicky doplňují medián jako uka-
zatel středové tendence. Na výběr máme
v této kategorii několik možností:
• Jistým extrémem je vykazování přímo ma-

ximální a minimální hodnoty, případně je-
jich rozdílu, který se nazývá variační roz-
pětí. Tímto sice vykazujeme velmi pravdivě
rozsah naměřených hodnot, otázka je však
nakolik věrohodně. Minima a maxima to-
tiž zahrnují i odlehlé nebo hraniční hod-
noty, které nemusí být v dané situaci vů-
bec reprezentativní.

• Velmi rozšířenými statistikami jsou tzv. per-
centily jako statistiky, které procenticky
vyjadřují pořadí daného čísla v souboru. Pod
20% percentilem tak leží 20 % všech
hodnot, medián je 50 % percentil atd.
Alternativním termínem pro percentil je
empirický kvantil, který je definován
pro určitou pravděpodobnost výskytu
menších hodnot. Empirický kvantil q0,25

tak odpovídá 25 % percentilu. Pro kvan-
tily q0,25 a q0,75 se používá specifický termín
spodní a horní kvartil.

• Pro praktika je podstatné především to, že
percentily (kvantily) lze určit vždy, jsme-li
schopni seřadit čísla podle velikosti. Fun-
gují tedy velmi dobře i pro ordinální stup-
nice. Kvantily také velmi dobře vyjadřují
rozptýlenost primárních dat bez nadby-
tečného počítání a předpokladů. V praxi
se tak často používají odhady 5 % a 95 %
kvantilu jako jakési „rozumné“ minimum
a maximum.

II. Parametrické statistiky rozptýlenosti,
jejichž výpočet je možný pouze za předpo-
kladu, že rozložení hodnot odpovídá urči-
tému modelovému typu. Nejtypičtějším pří-
kladem je předpoklad zcela symetrického
normálního rozložení (tzv. Gausova křivka)
a od něj odvozený odhad rozptylu (stan-
dardně značen s2) a jeho druhé odmocniny
– směrodatné odchylky (značeno s).
• Odmocnění rozptylu je nezbytné, aby-

chom dostali metriku v jednotkách měře-
ných hodnot. Rozptyl je definován jako
„průměrná suma čtverců vzdálenosti
každé naměřené hodnoty od průměru“,
a je tedy v jednotkách osy X na druhou
mocninu. Naopak směrodatnou odchylku
lze odečítat od průměru a platí, že při
splnění předpokladu normálního rozlo-
žení téměř 100 % hodnot leží v rozsahu
průměr 3s.
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Obr. 1. Variabilita primárních dat a odhadů statistik na příkladu odhadu aritmetického průměru.
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Výše uvedenou sumarizaci primárních dat
je nutno odlišit od provádění odhadů a vy-
jadřování jejich spolehlivosti. Tuto novou kva-
litu schematicky popisuje obr. 1. Opakova-
ným odhadem aritmetického průměru z téhož
souboru dat získáváme výběrové rozložení
těchto odhadovaných průměrů se vzor-
kem n. A v tomto rozložení (které je defi-
ničně také symetrické jako u primárních dat)
je směrodatná odchylka nahrazena tzv.
standardní chybou odhadu průměru se.

s
Platí jednoduchý vzorec se = –––––– ,

√n
kde s je směrodatná odchylka počítaná
na souboru n primárních naměřených
hodnot.

Z tohoto vztahu lze jednoduše vyčíst
následující:
• čím větší je rozptyl primárních dat, tím

méně spolehlivý odhad průměru – tedy
tím větší bude hodnota se

• a naopak, čím větší vzorek použijeme, tím
větší přesnosti a spolehlivosti odhadu prů-
měru dosáhneme.

Standardní chyba má tedy skutečně vý-
znam „chyby“ a vyjadřuje míru nepřesnosti

odhadnutého průměru. Nevyjadřuje ale va-
riabilitu primárních dat. V publikační suma-
rizaci hodnot lze samozřejmě použít obě
hodnoty s i se, použití standardní chyby je
ale ve vztahu k odhadu průměru logičtější
(uvádíme-li odhady průměru, nepopisujeme
primární data, a tedy bychom měli použít se).

Vraťme se ale ještě k pojmu spolehlivost
odhadu, která má i pravděpodobnostní
význam. Jak schematicky uvádí i obr. 1,
v rozsahu průměr 3se leží téměř 100 %
všech možných odhadů průměru. Pokud
tyto hranice o něco zúžíme (tedy použijeme
menší násobek než 3), získáme tzv. inter-
val spolehlivosti odhadu průměru. Jeho
správná interpretace je následující: při opa-
kovaném provádění odhadu za stejných
podmínek se pouze v 1 – a % případů mů-
žeme dostat mimo hranice dané tímto in-
tervalem. Běžná hodnota pro a je 5 % nebo
1 % a hovoříme tedy o 95 % a 99 % inter-
valu spolehlivosti. A opět jako standardní
chyba, ani interval spolehlivosti nevyjadřuje
variabilitu primárních dat, ale pouze spo-
lehlivost odhadu průměru. Na příkladu sy-
metrického souboru B z tab. 1 uvádíme
v tab. 2 různé možnosti práce s těmito sta-
tistikami a jejich prezentaci.

Obecně platí, že s parametrickými uka-
zateli variability lze více pracovat než s po-
řadovými statistikami, ale pouze při splnění
předpokladu normálního rozložení. Roz-
ptyl a směrodatná odchylka jsou použitelné
pouze tam, kde je oprávněné použití arit-
metického průměru. Asymetrie rozložení hod-
not nebo odlehlé hodnoty interpretaci těchto
statistik zcela znehodnotí.

Jako příklad použijme data v tab 1. Pre-
zentace tří rozdílných souborů dat jedno-
značně ukazuje, že pořadové statistiky lze
bezpečně použít kdykoli. Rozptýlenost vy-
jádřená pomocí 10 % a 90 % percentilu
odfiltrovala i odlehlou hodnotu v souboru C.
Naopak je zřejmé, že rostoucí asymetrie roz-
ložení a odlehlá hodnota výrazně zvyšují hod-
notu směrodatné odchylky, kterou již nelze
smysluplně interpretovat. U souboru C se
totiž hranice intervalu průměr 3s dostávají
hluboce do záporných hodnot, což by u kon-
centrací jistě nebylo možné. Příliš velká hod-
nota směrodatné odchylky tak signalizuje
asymetrii rozložení nebo odlehlé hodnoty,
a zpochybňuje tím i použití aritmetického
průměru jako ukazatele středu. Těmto pro-
blémům se lze snadno vyhnout použitím
mediánu a příslušných kvantilů.

Tab. 1. Příklady výpočtu statistik středu na rozdílných výběrových rozloženích hodnot.

Soubor Naměřené hodnoty Minimum Medián (10 %; 90 % Aritmetický průměr
(např. koncentrace látky) Maximum empirický kvantil) (směrodatná odchylka, s)

A asymetrické rozložení zešikmené zprava: 
3,2 / 3,4 / 4,7 / 4,8 / 4,9 / 5,9 / 6,9 / 9,5 / 3,2 6,9 (3,4; 18,1) 9,2 (5,6)
11,4 / 12,9 / 14,5 / 18,1 / 19,8 19,8

B relativně symetrické rozložení: 
2,9 / 3,3 / 3,6 / 3,9 / 3,9 / 4,1 / 5,0 / 5,0 / 2,9
5,2 / 5,4 / 5,6 / 6,2 / 7,2 7,2 5,0 (3,3; 6,2) 4,7 (1,2)

C relativně symetrické rozložení s odlehlou hodnotou: 
2,9 / 3,3 / 3,6 / 3,9 / 3,9 / 4,1 / 5,0 / 5,0 / 2,9 
5,2 / 5,4 / 5,6 / 6,2 / 720 720,0 5,0 (3,3; 6,2) 59,5 (198,4)

Tab. 2. Různé formy prezentace odhadu aritmetického průměru.

Naměřené hodnoty Aritmetický Směrodatná Standardní Interval 
(např. koncentrace látky) průměr odchylka (SD *) chyba (SE *) spolehlivosti

95 %       99 %

2,9 / 3,3 / 3,6 / 3,9 / 3,9 / 4,1 / 5,0 / 
5,0 / 5,2 / 5,4 / 5,6 / 6,2 / 7,2 4,7 1,2 0,3 3,9; 5,5     3,7; 5.7

* Mezinárodně: směrodatná odchylka = standard deviation (SD), standardní chyba = standard error (SE)
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Podobně jako pro aritmetický průměr lze
počítat intervaly spolehlivosti pro jakékoli
další odhady statistik, avšak za použití ji-
ných modelových rozložení. Tato rozložení
i vzorce lze snadno dohledat v tabulkách,
princip zůstává stejný jako zde prezentova-
ného odhadu průměru. Použitý typ rozlo-
žení představuje matematicky ověřený mo-
del a musí existovat, jinak nelze tyto výpočty
smysluplně provádět. Od modelového roz-
ložení se odvozuje určitý pravděpodobnostní
kvantil, který určuje šířku intervalu spoleh-
livosti. Použijeme-li 97,5 % kvantil pro ná-
sobení hodnoty se, získáme 95 % obou-
stranný interval spolehlivosti apod. U aritme-

tického průměru je takto využíváno nor-
mální rozložení (kvantily se mezinárodně
značí z), které u menších vzorků nahra-
zuje tzv. Studentovo rozložení (kvantily se
znační t). Některé významné kvantily shr-
nuje tab. 3.

Prostor vymezený pro tento statistický se-
riál neumožňuje detailní popis jak výše uve-
dené statistiky krok po kroku spočítat. Na-
víc v době počítačů již možná tyto vzorce
ztrácejí pro biologii a medicínu svou meto-
dickou sílu. Avšak i biologové a lékaři musí
umět již vyhodnocená data číst a interpre-
tovat. Musíme umět interpretovat variabilitu

primárních dat a variabilitu odhadů různých
statistik. U problematických nebo nestan-
dardních tvarů rozložení musíme umět zvo-
lit robustní statistiky, při splnění podmínek
modelových rozložení naopak lépe para-
metrické ukazatele. Nesmí se nám plést vý-
znam směrodatné odchylky a standardní
chyby průměru. A konečně, spatříme-li in-
terval spolehlivosti, musíme vědět, že jeho
šířku ovlivňuje kromě primární variability
znaku také velikost vzorku a nastavená hla-
dina spolehlivosti. A že tedy nejde o přímo-
čarý ukazatel variability dat, ale spíše o do-
klad kvality a spolehlivosti provedeného od-
hadu, například aritmetického průměru.

Tab. 3. Některé významné kvantily potřebné pro výpočet intervalu spolehlivosti pro odhad aritmetického
průměru.

Interval spolehlivosti – Kvantily (z) standardizovaného Kvantily t Studentova 
obecný vzorec1 normálního rozložení rozložení (pro n = 10)

z0,995 z0,975 z0,950 t0,975 t0,950

x ± q1– α/2 × se 2,580 1,960 1,645 2,262 1,833

1 Výraz q1– α/2 značí kvantil modelového rozložení. Tato hodnota nastavuje hladinu spolehlivosti intervalu. Hodnota q0,975 znamená a = 0,05
a bude tedy využita pro 95% oboustranný interval spolehlivosti. Pro velké vzorky je využíván model standardizovaného normálního rozložení
(z), pro menší vzorky (< 30) je tento model nahrazen Studentovým rozložením (t). 
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