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OKÉNKO STATISTIKA REVIEW ARTICLE

Analýza dat v neurologii

XXXIX. Statistické nástroje pro posouzení homogenity a korekci 
odhadů poměru šancí a relativního rizika

V předchozím díle seriálu jsme se zabý-
vali možnostmi grafického srovnání vý-
stupů více asociačních studií, které jsou 
prováděny vzájemně nezávisle, avšak na 
základě stejného experimentálního plánu 
a se stejným cílem. Jde o studie observační 
(díl XXXV seriálu), uspořádané retrospek-
tivně nebo prospektivně. Jejich nejjedno-
dušším číselným výstupem je tabulka čet-
ností, ze které odhadujeme vliv expozice 
nějakým faktorem (rizikovým nebo pro-
tektivním) na výskyt sledované události 
(„event, outcome“). Typickým způsobem 
hodnocení těchto dat je v díle č. XXXVI 
vysvětlený odhad poměru šancí („odds 
ratio“, OR) nebo relativního rizika („rela-
tive risk“, RR). U těchto odhadů můžeme 
hodnotit jejich statistickou významnost 
pomocí intervalů spolehlivosti nebo je 
můžeme vzájemně srovnávat pomocí sta-
tistických testů či grafických metod (díly 
č. XXXVI– XXXVIII seriálu). V předchozím 
díle jsme uvedli zvláštní formu grafického 
znázornění, která se uplatňuje především 
v metaanalýzách již publikovaných studií, 
tzv. forest plot. Nyní na tento výklad na-
vážeme a vysvětlíme nejčastější statistické 
testy, jež jsou zásadní pro správnou inter-
pretaci odhadů OR nebo RR:
• Korekční postupy (adjustace) od-

hadů OR nebo RR s ohledem na vliv 
faktorů, které mohou výsledky aso-
ciační analýzy ovlivnit nebo zkreslit. 

• Testy homogenity (konzistence) více 
odhadů OR nebo RR, které jsou výstu-
pem analýzy vzájemně nezávislých stu-
dií nebo nezávislých výběrových sou-
borů dat. 

Nejprve krátce uveďme, jaké studie 
vedou badatele ke korekci nebo srovnání 
více odhadů poměru šancí či relativního 
rizika:
• Ve všech asociačních studiích je zcela 

zásadní vzájemná srovnatelnost pří-
padů a kontrol (retrospektivní studie) 

nebo exponované a kontrolní kohorty 
(prospektivní studie); a to zejména ve 
faktorech, které mohou ovlivnit vý-
stup analýzy. Nejsme-li schopni tako-
vou srovnatelnost zajistit samotným 
náběrem probandů, je nutná zpětná 
korekční analýza, jež minimalizuje ri-
ziko zkreslení výsledků. 

• Zpětné srovnání výstupů již publikova-
ných studií s cílem zjistit, zda jsou je-
jich dílčí odhady OR (RR) vzájemně 
srovnatelné (homogenní). Při potvr-
zení hypotézy o homogenitě více vzá-
jemně nezávislých odhadů OR (RR) 
získáváme silnější důkaz o vlivu zkou-
maného faktoru na sledovaný jev, což 
je jeden z hlavních cílů metaanalýz již 
publikovaných prací. Následně mů-
žeme dílčí studie sloučit nebo souhrnně 
interpretovat.

• U retrospektivních studií případů a kon-
trol často provádíme zpětné zařazování 
subjektů ve více centrech (nemocnicích) 
nebo ve více jinak odlišených jednot-
kách. Je smysluplné srovnat výsledné 
odhady poměru šancí po jednotlivých 
centrech. Potvrzení hypotézy homoge-
nity zde znamená, že data z dílčích jed-
notek můžeme spojit v jeden celek bez 
výrazného rizika zkreslení odlišným vý-
běrem pacientů a kontrol v ně kte rých 
jednotkách. 

• Rovněž u prospektivních studií je možné 
vzájemně srovnávat odhady relativního 
rizika mezi nějak určenými jednotkami, 
např. mezi nemocnicemi participujícími 
na studii. Analýza slouží k odhalení jed-
notek, které ve výstupech neodpovídají 
ostatním.

Všechny typy studií uvedené v předcho-
zím odstavci spojuje jeden společný prvek. 
V zásadě stojíme před úkolem zjistit, zda 
několik vzájemně nezávislých odhadů OR 
nebo RR není ovlivněno (zkresleno) vlivem 
nějakého dalšího faktoru, který sice není 

přímo předmětem studia vztahu „expo-
zice verzus účinek“, ale může podstatně 
ovlivnit jeho výsledek. Takovým fakto-
rem mohou být již zmíněné nemocnice, 
tedy dílčí jednotky (centra) skládající cel-
kový soubor dat. Jiným, téměř učebnico-
vým, příkladem je vliv věku zařazených 
osob na výsledek asociační analýzy, např. 
„vedlejší účinky chemoterapie versus ne-
mocniční mortalita při léčbě zhoubného 
nádoru“. Je zřejmé, že nežádoucí účinky 
cytostatické léčby se mohou na morta-
litě podílet u mladých a starých pacientů 
různě. Pokud se v analyzovaném sou-
boru liší věk zařazených případů a kon-
trol, je na místě otázka, do jaké míry věk 
ovlivňuje závěry analýz. U studií sledují-
cích mortalitu se v podobné pozici jako 
věk velmi často vyskytují i nejrůznější ko-
morbidity, jejichž prevalence s věkem 
narůstá. 

Faktory, které takto mohou ovlivnit 
výsledek asociační analýzy typu „expo-
zice versus účinek“, nazýváme zavádějící 
(„confounding factor“). Vedle pojmu za-
vádějící faktor můžeme v literatuře také 
nalézt méně častá označení, jako chybový 
faktor, kovarianční faktor nebo kovariáta. 
Pokud o nich víme, snažíme se mít zavá-
dějící faktory pod kontrolou, a minimali-
zovat tak riziko zkreslení výstupů asociační 
analýzy. Toho lze principiálně dosáhnout 
dvěma způsoby:
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1.  Při samotném plánování studie, kdy 
očekávaný (známý) vliv zavádějícího 
faktoru zohledníme již ve fázi náběru 
subjektů do studie. To lze provést jak 
u prospektivních, tak u retrospektiv-
ních studií. Můžeme například omezit 
náběr pouze na jednu kategorii hod-
not zavádějícího faktoru, a tím zabrá-
nit rozdílům v jejich výskytu ve skupině 
experimentální a ve skupině kontrolní. 
U prospektivních studií můžeme zvolit 
randomizační plány respektující různé 
úrovně zavádějícího faktoru; u retro-
spektivních studií obdobně zavádíme 
kvótami řízený tzv. matching (propor-
cionální vážení výskytu různých kate-
gorií daného znaku ve skupinách pří-
padů a kontrol).

2.  Zpětně, tedy analýzou vlivu zavádějí-
cích faktorů na výsledek studie. V ta-
kovém případě hovoříme o korekci vý-
sledků studie neboli o tzv. adjustaci 
výsledků na vliv zavádějícího faktoru. 

V mezinárodní literatuře zdomácněly 
pojmy „adjustment“ nebo „adjusted 
estimate of OR (RR)“. Je-li takto korigo-
ván například vliv věku na odhad po-
měru šancí, označili bychom výsledný 
odhad jako „age- adjusted OR“. 

Ačkoli se přístup uvedený výše v bodě 1
může jevit jako moudřejší, zdaleka není 
všestranně účinný. Kontrola jednoho za-
vádějícího faktoru (např. vyvážení po-
měru pohlaví ve skupině pacientů a kon-
trol) totiž nezabrání problémům v jiném 
faktoru (např. věku). S rostoucím po-
čtem zavádějících faktorů dříve nebo poz-
ději tento přístup narazí na své limity. 
Nadto poměrně často zavádějící faktory 
dopředu neznáme nebo je jejich iden-
tifikace samotným předmětem bádání. 
Právě z těchto důvodů má zpětně pro-
vedená analýza homogenity odhadů OR 
nebo RR velký význam a testy, které dále 
představíme, patří v současnosti téměř do 

povinné výbavy nástrojů pro analýzu bio-
medicínských dat. 

Nejprve popišme obecný postup ana-
lýzy možného vlivu zavádějícího faktoru 
na výsledek asociační analýzy. Celkový 
soubor dat (tabulka četností 2 × 2) roz-
dělíme do několika podsouborů právě 
podle úrovní (kategorií) zavádějícího fak-
toru, čímž získáme sadu tabulek četností 
k × 2 × 2, kde k značí počet kategorií za-
vádějícího faktoru. Tomuto dělení sou-
boru dat dle zvoleného kategoriálního 
kritéria říkáme stratifikace a výsledné 
podskupiny nazýváme strata. Logickým 
vyústěním třídění je analýza zkoumající, 
do jaké míry zavádějící faktor ovlivňuje zá-
věry asociační analýzy.

Standardním postupem pro tento 
typ analýz je tzv. Mantelův- Haensze-
lův (MH) odhad váženého (adjusto-
vaného) OR nebo RR. Vlastní výpo-
četní postup přibližují příklady 1 a 2, zde 
se pokusíme stručně popsat jeho princip. 

Událost

Expozice ano ne Celkem

ano a b n1

ne c d n0

Celkem m1 m0 n

Celkový soubor
Stratum i = 1 Událost

Expozice ano ne Celkem

ano ai bi n1i

ne ci di n0i

Celkem m1i m0i ni

Stratum i = 2 … s

d/c
b/aORhrubý Stratifikace dle 

zavád jícího 
faktoru

Výpo et váženého odhadu 
OR pomocí Mantelovy-
-Haenszelovy metody

S

i i

ii

S

i i

ii

n
cb
n
da

OR

1

1
Haenszel-Mantel

P íklad konkrétního výpo tu: Tripepia et al (2010) hodnotili v retrospektivní studii vztah mezi alkoholizmem a vznikem zhoubného nádoru plic, 
p i emž známým zavád jícím faktorem ve studii je kou ení. 

Rakovina plic

Závislost na 
alkoholu ano ne Celkem

ano 88 68 156

ne 62 82 144

Celkem 150 150 300

71,1
82/62
68/88OR

OR (95% IS*) = 1,71 (1,08–2,70) 

Nevážený (hrubý) odhad OR je statisticky 
významný a indikuje vztah mezi sledovanou 
závislostí na alkohol a nemocí. Tento záv r 
m že být zkreslen vlivem tzv. zavád jícího 
faktoru, v našem p ípad kou ením. 

Neku áci Rakovina plic

Závislost na 
alkoholu ano ne Celkem

ano 53 15 68

ne 10 3 13

Celkem 63 18 81

Ku áci Rakovina plic

Závislost na 
alkoholu ano ne Celkem

ano 35 53 88

ne 52 79 131

Celkem 87 132 219

Stratifikace dle 
kou ení

Výpo et váženého odhadu 
OR pomocí Mantelovy-
-Haenszelovy metody

011

219
5253

81
1015

219
7935

81
353

Haenszel-Mantel ,**

**

OR

ORMantel-Haenszel (95% IS*) 
= 1,01 (0,60–1,69) 

Záv r: po adjustaci dat na 
zavád jící faktor kou ení nebyl 
prokázán statisticky významný 
vztah alkoholizmu a rakoviny 
plic. 

*Výpo et 95% intervalu spolehlivosti dle standardní metodiky pro IS pom ru šancí (viz díl XXXVI seriálu)

Hrozí-li zkreslení odhadu pom ru šancí (OR) vlivem n jakého (tzv. zavád jícího) faktoru, lze doporu it výpo et nezkresleného odhadu 
Mantelovou-Haenszelovou metodou pro odhad tzv. váženého pom ru šancí nap í n kolika podskupinami (straty) pacient .

Příklad 1. Výpočet váženého poměru šancí pomocí Mantelovy-Haenszelovy metody.
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Představme si celkovou vstupní tabulku 
četností 2 × 2, ve které zkoumáme při re-
trospektivním náběru exponovaných a ne-
exponovaných jedinců vztah mezi alkoho-
lizmem a vznikem zhoubného nádoru plic 
(příklad 1). Přímý výpočet poměru šancí 
ze získaných dat někdy označujeme jako 
„hrubý“ odhad OR, v mezinárodní lite-
ratuře „crude OR“. V příkladu 1 tento 
odhad vede prvoplánově ke kvantifikaci 
statisticky významného vztahu zkouma-
ných jevů. Avšak tento závěr může být 
zkreslen vlivem nerovnoměrného rozdě-
lení kuřáků ve skupinách případů a kon-
trol; kouření jako zavádějící faktor může 
samozřejmě silně ovlivnit jak vznik to-
hoto onemocnění, tak i vlastní efekt al-
koholizmu. Jelikož ve studii nebyl výskyt 
kuřáků při náběru probandů zohledněn, 
musíme výsledek v tomto ohledu kori-
govat (adjustovat). Východiskem Mante-
lova- Haenszelova výpočtu je předpoklad, 
že v celkovém výběrovém souboru (a tedy 

i v cílové populaci) je asociace ve všech 
stratech stejná, a tudíž v našem případě 
nezávislá na parametru kouření. Pokud 
by tomu tak bylo, pak korekce závěr stu-
die nezmění, neboť odchylky v dílčích vý-
počtech poměrů šancí mezi jednotlivými 
straty budou způsobeny pouze náhod-
nými vlivy. Výsledný výpočet vede k vá-
ženému odhadu OR, který anglicky na-
zýváme „Mantel- Haenszel OR“ nebo 
„Mantel- Haenszel estimate of common 
odds ratio“ (OR

MH
), a můžeme pro něj 

odhadnout i příslušný 95% interval spo-
lehlivosti. Z výpočtu v příkladu 1 je pa-
trné, že Mantelův- Haenszelův odhad po-
měru šancí je váženým průměrem dílčích 
odhadů OR vypočítaných v jednotlivých 
stratech. 

V diskutovaném příkladu 1 se vážený 
odhad OR

MH
 velmi podstatně liší od pů-

vodního hrubého odhadu, a to v důsledku 
nehomogenity vztahu mezi abúzem alko-
holu a vznikem rakoviny plic v podskupi-

nách daných kouřením. Vážený (adjusto-
vaný) odhad OR

MH
 tak zabránil vážnému 

zkreslení závěru studie a nadto nás upo-
zornil, že daný vztah nelze studovat bez 
znalosti o kuřáctví probandů. Obdobný 
závěr vyplývá rovněž z příkladu 2, jenž de-
monstruje použití MH výpočtu v prospek-
tivní studii odhadující vážené relativní ri-
ziko. Je zřejmé, že odhad OR

MH
 a RR

MH
 je 

silný nástroj, který umožňuje cennou ko-
rekci výstupů asociačních studií. Tím jed-
nak zabraňuje zkreslení, ale také umož-
ňuje samotnou identifikaci zavádějících 
faktorů a jejich případné další studium. 
Tomuto diagnostickému potenciálu MH 
odhadů se budeme věnovat i v příštím díle 
našeho seriálu. 

Výklad doplníme ještě jedním testem, 
opět nazvaným dle jeho autorů, test dle 
Breslowa- Daye (značený také jako BD 
test), jehož aplikaci pro hodnocení ho-
mogenity dílčích odhadů OR dokládáme 
v příkladu 3. Z výpočtu je patrné, že test 

Hrozí-li zkreslení odhadu relativního rizika (RR) vlivem n jakého (tzv. zavád jícího) faktoru, lze doporu it výpo et nezkresleného odhadu 
Mantelovou-Haenszelovou metodou pro odhad tzv. váženého relativního rizika nap í n kolika podskupinami (straty) pacient .

*Výpo et 95% intervalu spolehlivosti dle standardní metodiky pro IS relativního rizika (viz díl XXXVI seriálu)

Událost

Expozice ano ne Celkem

ano a b n1

ne c d n0

Celkem m1 m0 n

Celkový soubor
Stratum i = 1 Událost

Expozice ano ne Celkem

ano ai bi n1i

ne ci di n0i

Celkem m1i m0i ni

Stratum i = 2 … s

0

1

n/c
n/aRRhrubé Stratifikace dle 

zavád jícího 
faktoru

Výpo et váženého odhadu 
RR pomocí Mantelovy-
-Haenszelovy metody

S

i i

ii

S

i i

ii

n
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n
na

RR

1

1

1

0

Haenszel-Mantel

P íklad konkrétního výpo tu: Zoccali et al (2003) analyzovali vztah mezi infekcí Chlamydia pneumoniae a mortalitou pacient v kone ném 
stádiu selhání ledvin, p i emž významným zavád jícím faktorem ve studii byl v k pacient .

Úmrtí

Infekce 
C. pneumoniae ano ne Celkem

ano 38 51 89

ne 40 98 138

Celkem 78 149 227

47,1
138/40
89/38RR

RR (95% IS*) = 1,47 (1,03–2,10) 

Nevážený (hrubý) odhad RR je statisticky 
významný a indikuje vztah mezi sledovanou 
infekcí a mortalitou. Tento záv r m že být 
zkreslen vlivem tzv. zavád jícího faktoru, 
v našem p ípad v ku.  

V k < 62 let Úmrtí

Infekce 
C. pneumoniae ano ne Celkem

ano 7 25 32

ne 17 67 84

Celkem 24 92 116

V k 62 let Úmrtí

Infekce 
C. pneumoniae ano ne Celkem

ano 31 26 57

ne 23 31 54

Celkem 54 57 111

Stratifikace
dle v ku

Výpo et váženého odhadu 
RR pomocí Mantelovy-
-Haenszelovy metody

221

111
5723

116
3217

111
5431

116
847

Haenszel-Mantel ,**

**

RR

RRMantel-Haenszel (95% IS*) 
= 1,22 (0,78–1,92) 

Záv r: po adjustaci dat na 
zavád jící vliv v ku nebyl 
prokázán statisticky významný 
vztah infekce a mortality 
pacient . 

Příklad 2. Výpočet váženého relativního rizika pomocí Mantelovy-Haenszelovy metody.
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pracuje s váženým odhadem OR dle Man-
tela- Haenszela (OR

HM
) a hodnotí odchylky 

dílčích odhadů OR v jednotlivých stratech 
(značíme OR

1, …k
, neboť celkem máme 

k strat) proti hodnotě předpokládané při 
platnosti homogenity dílčích OR. Čím 
větší jsou tyto odchylky od předpokládané 
průměrné hodnoty, tím větší je výsledná 
statistika 2 a tím větší je pravděpodob-
nost zamítnutí nulové hypotézy o shodě 
dílčích odhadů OR. BD test lze jako test 
homogenity aplikovat pouze v tabulkách 
četností k × 2 × 2. Pro systém větších ta-
bulek (typu k × R × C) je nutné pro testy 
homogenity využít např. log-lineární re-
gresní modely, jejichž aplikaci přiblížíme 
v ně kte rém z příštích dílů seriálu. 

Výše uvedený výklad samozřejmě ne-
předpokládá, že čtenář bude tyto testy 
počítat bez pomoci počítačů. To by bylo 
velmi pracné a zbytečné, neboť oba testy 
jsou standardní součástí nabídky kom-
plexních statistických programů. Pro 

správné použití je ale nezbytné znát jejich 
uplatnění, přínos a interpretaci, neboť je-
jich závěry mohou být v medicíně velmi 
závažné. Zanedbání vlivu silného zavádějí-
cího faktoru může například vést ke zcela 
mylnému závěru o vlivu určitého léku na 
mortalitu pacientů. Samozřejmě lze na-
mítnout, že takový faktor by měl být ve 
studii kontrolován plánovitě a měl by být 
zohledněn již při zařazování probandů. To 
lze ale zajistit jen účinnými randomizač-
ními plány u prospektivních studií. U stu-
dií observačních a zejména retrospektiv-
ních velmi často nelze všechny potenciální 
zavádějící faktory kontrolovat, a ověření 
jejich vlivu na výstup studie by tedy mělo 
být povinným zakončením každé analýzy. 

S přibývajícím počtem publikovaných 
observačních studií nabývají analýzy nej-
různějších zavádějících faktorů na vý-
znamu. Do značné míry k tomuto trendu 
přispívá i nástup tzv. personalizované me-
dicíny, která směřuje, často na základě ví-

cečetných molekulárních a genetických 
znaků, až k individuální optimalizaci lé-
čebných postupů. Velký počet vysvětlují-
cích faktorů často nejde při limitované ve-
likosti vzorku kontrolovat prospektivně 
v randomizačních schématech a ke slovu 
přichází zpětná („post hoc“) analýza pod-
skupin celkového souboru dat. I zde však 
musíme počítat s faktem, že pokud dílčí 
analýzy rozdělí soubor na velké množ-
ství podskupin, pak tomu musí odpovídat 
i adekvátní počet zařazených subjektů. 
V příkladech 1– 3 jsme jako stratifikační 
kritérium použili vždy jen jeden poten-
ciálně zavádějící faktor. Obdobně je 
ovšem možné nasadit více faktorů nebo 
jejich úrovně zkombinovat do složitějšího 
třídícího kritéria, pokud to velikost sou-
boru dat dovolí. 

Při zpětné analýze již získaných dat se 
ovšem nabízí otázka účinnosti a samot-
ného vlivu použité stratifikace na výsledek 
studie. Smysluplnost stratifikace je dána 

V p ti r zných retrospektivních studiích byl formou dotazníku zjiš ován vztah mezi výskytem ekzému a expozicí toxinem. Cílem analýzy je 
ov it, zda se rizikový vztah mezi výskytem ekzému a expozicí toxinem chová konzistentn (homogenn ) nap í r znými nezávislými 
studiemi.

Studie 1 Studie 2 Studie 3 Studie 4 Studie 5

Ekzém bez 
expozice

expozice 
toxinu

bez 
expozice

expozice 
toxinu

bez 
expozice

expozice 
toxinu

bez 
expozice

expozice 
toxinu

bez 
expozice

expozice 
toxinu

ano 5 17 10 34 12 40 4 24 34 24
ne 118 127 245 250 245 250 110 200 160 200

OR (95% IS*) 3,16 (1,13; 8,83) 3,33 (1,61; 6,89) 3,27 (1,67; 6,38) 3,30 (1,12; 9,76) 0,56 (0,32; 0,99)

Homogenita pom r šancí v k tabulkách etností 2 × 2 (zde k = 5) je testována pomocí Breslowova-Dayova (BD) testu. Jeho testová
statistika má rozložení s k – 1 stupni volnosti. Nulovou hypotézou je zde homogenita k odhad OR.  

k

i MHi

MHii

ORnV
ORnEnBD

1 11

2
1111

|
| Kde ORMH je Mantel v-Haenszel v odhad váženého pom ru šancí nap í studiemi, E(ni11 | ORMH) a V(ni11 |

| ORMH) jsou o ekávané hodnoty pr m ru a rozptylu hodnot ni11 za p edpokladu platnosti nulové hypotézy 
homogenity díl ích pom r šancí. Jako ni11 ozna ujeme absolutní etnosti na pozici  1,1 v k díl ích tabulkách 
etností 2 × 2. Základní idea testu je, že platí-li hypotéza homogenity, pak ni11 je rovno E(ni11 | ORMH) jako 

o ekávané st ední hodnot . V takové situaci je itatel vztahu pro výpo et statistiky BD malý až nulový 
a hypotézu homogenity díl ích odhad OR nezamítáme. 

P i testování homogenity pom ru šancí všech 
5 studií je výsledná hodnota Breslowova-Dayova
testu 26,085 (4 stupn volnosti), což odpovídá
hodnot p < 0,001; nulová hypotéza homogenity 
pom ru šancí je tedy zamítnuta. 

Pom r šancí ve studii 5 je výrazn odlišný od ostatních studií (zcela 
v rozporu s ostatními studiemi zde vychází expozice dokonce jako 
protektivní faktor, tj. hodnota OR < 1). Pokud studii 5 vylou íme, 
pak testová statistika Breslowova-Dayova testu je rovna 0,007 
(3 stupn volnosti), což odpovídá hodnot p = 0,999; nulová
hypotéza homogenity pom ru šancí je zde jednozna n potvrzena. 
Studie 1–4 tedy konzistentn prokazují expozici toxinem jako 
rizikový faktor vzniku ekzému. 

* Výpo et 95% intervalu spolehlivosti dle standardní metodiky pro IS pom ru šancí (viz díl XXXVI seriálu)

Díl í odhady pom ru šancí

Příklad 3. Testování homogenity více odhadů poměrů šancí (OR).
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několika základními pravidly, o nichž stojí 
za to se zmínit:
• Velikost souboru dat zcela zásadně 

determinuje, co si můžeme při ana-
lýze dat dovolit. S počtem potřebných 
strat logicky roste i požadavek na veli-
kost souboru. Malé soubory dat detailní 
studium zavádějících faktorů vůbec 
neumožní, a nesou s sebou tedy značné 
riziko zkreslení výsledků. 

• Vnitřní homogenita strat je základní 
smysl stratifikace. Vždy chceme vytvořit 
takové podskupiny celkového souboru, 
v rámci kterých budou hodnoty zavádějí-
cího faktoru homogenní nebo neměnné. 

• Klíčový je i adekvátní počet strat, tedy 
počet použitých úrovní třídění zavádějí-
cího faktoru. Kategorizace by měla být 
optimalizována co nejvíce s ohledem na 
již dosažené poznání. Je-li např. u da-
ného faktoru známo, že je klinicky re-
levantní jej třídit na tři kategorie podle 
určitého klíče, nemá smysl při analýze 
vytvářet kategorie jiné. 

• Výsledkům analýzy škodí jak příliš velký 
počet strat (malá velikost takto vznik-

lých dílčích souborů dat), tak neade-
kvátně malý počet strat (strata zůstávají 
uvnitř v daném faktoru heterogenní). 

Dobrá zpráva na závěr tohoto dílu zní, 
že pokud je stratifikace dobře nastavena, 
pak výpočet vážených odhadů OR nebo 
RR dle Mantela- Haenszela zvyšuje statis-
tickou sílu detekce asociace mezi zkou-
manými jevy (Wallenstein a Wittes, 1993). 
I proto velmi často najdeme v popisu sta-
tistické analýzy klinických studií například 
níže uvedený text, který zde citujeme v ori-
ginále pro jeho instruktivnost. Představme 
si hypotetickou studii, kde zpětně stratifi-
kací zkoumáme vliv zavádějícího faktoru X
na vztah mezi pohlavím probandů a vý-
skytem určité události, „event“: „A Man-
tel- Haenszel estimate with stratification 
according to categories of factor X was 
performed and common odds ratios (ORs) 
with 95% confidence intervals (CIs) were 
calculated for between- group compari-
sons in the gender × event frequencies. 
Breslow- Day tests were applied for homo-
genity of the odds estimates.“

Příští díl seriálu budeme věnovat dalším 
příkladům odhadů OR nebo RR a jejich vy-
užití pro diagnostiku různých zavádějících 
faktorů v asociačních studiích. 
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